Multiview Attention for 3D Object Detection in Lidar Point Cloud
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Abstract—Prior works in voxel-based Lidar 3D object detection have demonstrated promising results in detecting a variety of road objects such as cars, pedestrians, and cyclists. However, these works generally reduce the feature space from a 3D volume into a 2D bird eye view (BEV) map before generating object proposals to speed up the inference runtime. As a result, the resolution of information in the z-axis is reduced significantly. In this work, we hypothesize that augmenting the BEV features with features obtained from a front view (FV) map may provide a way for the network to partially recover the high-resolution z-axis information. The augmentation allows object proposals to be inferred in the BEV, maintaining the fast runtime, and simultaneously improving the 3D detection performance. To support our hypothesis, we design a multi-view attention module that augments the BEV features with the FV features and conduct extensive experiments on the widely used KITTI dataset. Based on the experimental results, our method successfully improves various existing voxel-based 3D object detection networks by a significant margin.

Index Terms—3D object detection, Lidar point cloud, multi-view attention

I. INTRODUCTION

Object detection is one of the most researched topics in the field of computer vision. Various 2D object detection networks with remarkable performance have been introduced, owing to the advancements in deep learning, convolutional neural networks (CNN), and transformers. However, 2D object detection alone is often not sufficient for a machine, such as an autonomous car, to operate in a real-world scenario. Objects in the real world exist in the three-dimensional space, therefore, 3D information is required to plan safe maneuvers. Hence, a robust 3D object detection technique is a crucial function for an autonomous car.

3D object detection is often performed in a point cloud obtained from a Lidar sensor. Recent deep learning-based 3D object detection networks for Lidar point cloud [13]–[17] often consist of a preprocessing module, a feature extraction backbone, a detection head, and in the case of two-stage detectors, an additional refinement head.

As Lidar measurements are often stored in an unordered list, the preprocessing module needs to introduce spatial structure to the data so that convolution operations can be applied. The most commonly used preprocessing method is voxelization, where the 3D point cloud space is discretized into non-overlapping cuboids of identical sizes. The attributes of points that lie in the same voxel are used as the feature vectors of the voxel. A series of 3D convolutions are then applied to the voxels, decreasing the spatial dimension of the voxel volume from $\mathbb{R}^D \times \mathbb{R}^W \times \mathbb{R}^H$ to $\mathbb{R}^{D'} \times \mathbb{R}^{W'} \times \mathbb{R}^{1}$ where D, W, and H are the voxel volume’s depth (x-axis), width (y-axis), and height (z-axis), respectively. This feature extraction process can be seen as a dimensionality reduction process from a 3D feature volume to a 2D bird eye view (BEV) feature map.

There are at least two compelling reasons to choose a 2D BEV feature map as the final feature map. Firstly, object proposals are predicted by applying a shared multilayer perceptron (shared-MLP) to every feature vector in the final feature map. Consequently, performing such a process in the 3D space requires a lot of computations, resulting in prohibitively slow inferences. Secondly, the 2D BEV feature map is an excellent choice of representation since objects of interest on the road (i.e., Cars, Pedestrians, and Cyclists) do not overlap in the BEV. This is not the case for the front-view map, where objects may fall in a line such that farther objects are occluded by nearer objects.

Although the 2D BEV feature map has desirable properties in terms of inference speed and objects separations, the resolution of information in the z-axis is significantly reduced. We hypothesize that the accuracy of 3D bounding box proposals generated from features with low-resolution z-axis information should be lower compared to when high-resolution z-axis information is available.

In order to provide high-resolution information z-axis information to the detection head while maintaining the 2D BEV feature map shape, we propose a new front-view (FV) to BEV feature augmentation via the multiview attention (MVA) module. The MVA module consists of learnable functions that robustly augment the BEV feature vectors with the FV feature vectors that have high-resolution z-axis information at similar resolution.
locations. The augmented BEV features enable the detection head to access high-resolution z-axis information, resulting in the improvement of the 3D detection performance of the network.

Our contributions can be summarized as follows:

- We propose a new framework for 3D object detection where the BEV feature map is augmented with its FV counterpart, thus enriching the BEV features with high-resolution z-axis information.
- We introduce a new module termed multiview attention (MVA) to augment BEV features with FV features. The MVA module is designed to be compatible with any 3D object detection networks that use the popular 3D voxel volume to 2D BEV feature map feature extraction process. Therefore, any system that uses such networks can experience improvement in its 3D detection performance with only small updates in its code, limiting the possibility of bug introduction on already-deployed systems.
- We conduct evaluations on four popular existing 3D object detection networks augmented with our MVA modules on the widely used KITTI dataset. Evaluation results show that our module successfully improves those networks. In addition, we perform an ablation study to figure out the effects of different architectures and hyperparameters in the MVA module.

The remaining of this paper is structured as follows: we discuss relevant prior works in Section II, introduce the structure of 3D object detection with our MVA module in Section III, discuss our experimental results in Section IV, and conclude the paper in Section V.

II. RELATED WORKS

Various 3D object detection networks have been introduced in recent years. In general, the existing networks can be classified into three different categories based on their feature extraction approach, i.e., voxel-based, point-based, or hybrid approach.

A. Point-based

In the point-based approaches, the feature extractor of the network is conditioned to learn directly from a set of raw points without discretizing the point cloud as in the voxel-based approach. To achieve this objective, networks such as Point-RCNN [2] utilizes PointNet++ [3] to learn the point-wise features. One advantage of using point-based feature extractors is that they preserve high-resolution spatial structure information of the points as there is no discretization process. However, point-based approaches often suffer from expensive computations as the number of points in a point cloud is often enormous. Therefore, point-based methods are often slower than their voxel-based counterparts.

B. Voxel-based

In the voxel-based approaches, points in a point cloud are first discretized into non-overlapping cuboids of identical sizes. The feature extractor is then conditioned to learn features for each voxel according to the points that lie inside. The voxel-based approach was first popularized by VoxelNet [4], where the features of each voxel are learned by a voxel feature encoder module. Meanwhile, SECOND [16] introduced the use of sparse 3D convolution to replace the computationally expensive 3D convolution operations, leading to a significant improvement in the inference speed.

Recent voxel-based methods try to improve the training scheme or the second stage network. For example, SE-SSD [5] introduced the teacher-student learning scheme to train the networks with soft targets, while Voxel-RCNN [13] proposed a fast query technique to obtain voxel features to be used in the second stage refinement.

C. Hybrid-based

Hybrid approaches use both the point-based and voxel-based features to create rich feature vectors. PV-RCNN [14] first extract the voxel features and BEV features by utilizing the sparse 3D convolutions and 2D feature pyramid networks (FPN) [6], respectively. In the second stage, the network queries raw point features, voxel features, and BEV features of the object proposals to refine the bounding box predictions. Similarly, PVGNet [7] stacks together point-based features from the raw points, voxel-based features from the voxel feature volume, and grid features from the BEV feature map to create enriched feature vectors. BctDet [17] on the other hand augments the raw point features and voxel features with occupancy features predicted by an auxiliary network.

III. METHODOLOGY

In this section, the problem of 3D object detection in a point cloud will first be defined. Following that, we explain the common structure of voxel-based 3D object detection networks that we used in our experiments. Last, we describe in detail how our MSA module works.

A. Problem Definition

A Lidar point cloud \( P \) is defined as a set of \( N_p \) points, \( P = \{p_1, ..., p_{N_p}\} \). A point \( p_i \) can be described as a feature vector \( p_i = [x_i, y_i, z_i, f_i^{raw}] \in \mathbb{R}^{3+1}_{raw} \) with \((x_i, y_i, z_i)\) as the 3D coordinates of the point and \( f_i^{raw} \) is an additional feature vector of \( C_{raw} \) dimension that describes the point, such as intensity, reflectivity, or ring information. An object \( m \) in a point cloud can be described by its class \( s_m \) and bounding box \( b_m \). In most dataset, \( b_m \) is constructed by using the center coordinates of the object \((x_m, y_m, z_m)\), its dimension \((d_m, w_m, h_m)\), and its yaw angle \( \theta_m \).

Using previously described notations, the basic objective of the 3D object detection with a deep neural network is to find the best parameters of a learnable function \( \Phi \) that is conditioned on the point cloud \( P \) to predict a set of classes \( S \) and bounding boxes \( B \) of objects that are present in the scene. The optimization objective becomes,

\[
\Theta_{MLE} = \arg\max_{\Theta}(P(S, B|P)), \tag{1}
\]
Fig. 1. An overview of the general voxel-based 3D object detection networks with our proposed MVA module. We modify the common sequence of sparse 3D convolutions and 2D convolutions into a two-branch sparse 3D convolutions, 2D convolutions (FPN), and an MVA module.

and during inference, the learnable function $\Phi$ will produce outputs,

$$\Phi(P) = \{(\hat{s}_1, \hat{b}_1), \ldots, (\hat{s}_{MP}, \hat{b}_{MP})\}. \tag{2}$$

Note that the number of predicted objects $M^p$ is not necessarily equal to the number of actual objects (ground truths) $M$ that are present in the scene.

B. Voxel-based Framework for 3D Object Detection

In this work, we design our MVA module to be compatible with any 3D object detection network that uses the popular voxel-based feature extractor. Figure 1 shows the overall structure of a general 3D object detection network with the addition of our MVA module. Traditional voxel-based 3D object detection networks generally start with a voxelization module, followed by 3D sparse convolutions and 2D convolutions, and finally a detection head that produces object proposals. In the case of two-stage detection network, object proposals from the first stage are used by the refinement head to refine the bounding box proposals.

**Voxelization** As shown in Figure 1, a 3D object detection network that uses voxel-based framework will first discretize the point cloud $P$ into non-overlapping voxels of equal sizes which will results in a set of non-empty voxels $V^{raw} = \{v^{raw}_1, \ldots, v^{raw}_{NV} \mid v^{raw}_i \in \mathbb{R}^{K \times (3+Cr_{raw})}\}$, where $NV$ is the number of non-empty voxels and $K$ is the predetermined number of points in a voxel. As the original number of points in a voxel, $K_0$, varies, we apply zero-padding to create "fake" points if $K_0 < K$ and random sampling if $K_0 > K$. All non-zero points that lie in the voxel $v^{raw}_i$ will be averaged to create a single feature vector so that the voxels become $V^{mean} = \{f^{mean}_1, \ldots, f^{mean}_{NV} \mid f^{mean}_i \in \mathbb{R}^{3+Cr_{raw}}\}$.

The non-zero averaging is used to reduce the effect of zero-padding towards feature vectors in the subsequent layers. If the voxels contain feature vectors from "fake" points, then an all-zero feature vector from a "fake" point may be transformed into a feature vector with non-zero values by any affine transformation that we apply in subsequent layers. Such non-zero feature vectors coming from non-existent points may be considered as noises to our network. Performing non-zero averaging guarantees that the mean feature vectors always come from existing points. We can maintain the representativeness of the mean feature vectors by setting the voxel size small enough such that there are only small variances in the raw feature vectors of the points inside each voxel.

**Two-way Sparse 3D Backbone** Convolution in the 3D space is computationally expensive, especially when the operation is performed on a large volume. To speed up the process of 3D convolution, we leverage the fact that point cloud data are often sparse and apply the widely used sparse and submanifold 3D convolutions [11] that operate only on the non-zero elements of the feature volume.

We define the spatial shape of a voxel volume $V$ as the number of voxels in each axis of the 3D coordinates that are required to cover the region of interest in the point cloud. For input voxels $V^{mean}$ with a spatial shape of $D^{in} \times W^{in} \times H^{in}$, the sparse 3D convolutional backbone will produce two 2D feature maps, FV and BEV. In our experiments, the default spatial shape of the FV is $1 \times W^{in} \times H^{in}$, while the default spatial shape of the BEV is $D^{in} \times W^{in} \times 1$. To create the two maps, we apply two branches of sparse 3D convolutional blocks, as shown in Figure 1. The upper branch is responsible for the BEV feature map, while the lower branch is responsible for the BEV feature map.

The FV feature map has high-resolution in the z-axis, the BEV feature map has high-resolution in the x-axis, and both feature maps have the same dimension in the y-axis. Therefore, combining FV features to the BEV features based on their
location on the y-axis should yield meaningful features that contain high-resolution z-axis information while still maintaining the BEV shape. The combination procedure is explained in detail in the Multiview Attention Module subsection.

2D Convolutional Backbone, Detection Head, and Refinement Head After obtaining both FV feature map and BEV feature map via two-way sparse 3D convolutions, the BEV feature map is further processed with a 2D feature pyramid network (FPN) [6] as in recent 3D object detection networks [13]–[16]. The FPN enables the network to capture global structural relationships between the BEV features. The FPN output of BEV feature map is subsequently augmented with the FV feature map by leveraging our proposed MVA module. The details of this combination process are explained in the next subsection. Given the augmented BEV feature map from the MVA output, the detection head performs $1 \times 1$ convolutions on each feature vector $f_{i}^{BEV}$ on the map to predict its class, $s_i$, and bounding box proposal $b_i$. In the case of two stage detectors, the bounding box proposals are further refined by the refinement head by leveraging features from different sources such as raw points, voxels, and BEV map.

C. Multiview Attention Module

An object in the 3D space should occupy the same y-axis coordinate in both FV and BEV. In other words, FV and BEV features that lie on the same y-axis coordinate should represent the same objects and environments. We leverage this fact to augment the BEV features with the FV features. Given an FV feature map $f_{i}^{FV}$ of size $H_{out} \times W_{out} \times C_{out}$ and a BEV feature map $f_{i}^{BEV}$ of size $D_{out} \times W_{out} \times C_{out}$, the MSA module takes the features residing on the i-th index of the y-axis, $f_{i}^{FV} \in \mathbb{R}^{H_{out} \times C_{out}}$ and $f_{i}^{BEV} \in \mathbb{R}^{D_{out} \times C_{out}}$, and combine the two features together to make the augmented BEV features $f_{i}^{BEV} \in \mathbb{R}^{D_{out} \times C_{out}}$. We provide two ways of combining the features, via dot-product attention mechanism or via a single affine transform block applied to the FV features.

MVA with Dot Product Attention The process of constructing the augmented BEV features $f_{i}^{BEV}$, shown in Figure 2, can be described as transforming a sequence of feature vectors $f_{i}^{FV}$ of length $H_{out}$ into a new sequence $f_{i}^{FV'}$ of length $D_{out}$. The transformed sequence is combined with another sequence $f_{i}^{BEV}$ of length $D_{out}$ via an aggregating function such as a summation. For the dot-product attention, we design the dimension size of $f_{i}^{BEV}$ channels to be the same as $f_{i}^{BEV}$ channels, $C_{BEV}$.

The dot product attention mechanism has been widely used for sequence-to-sequence transformation. In recent years, the multihead variant of the dot product attention mechanism was popularized by [8] in the natural language processing domain and [9] in the computer vision domain. In this work, we utilize the multihead attention mechanism, defined as,

$$MHA(Q, K, V) = Concat(h_1, ..., h_{N_k})W_{out}^V,$$

where,

$$h_k = Att(f_{i}^{BEV}W_k^Q, f_{i}^{FV}W_k^K, f_{i}^{FV}W_k^V),$$

$$Att(Q, K, V) = softmax\left(\frac{QK^T}{\sqrt{d_k}}\right)V,$$

$d_k = C_{BEV}/N_k$, and $W$s are learnable weight matrices.

Intuitively, the attention mechanism figures out the importance of each element in $f_{i}^{FV}$ with regard to $f_{i}^{BEV}$ in the form of a weight matrix via softmax and scaled-correlation of the two. The weight matrix is then used to construct a new sequence $f_{i}^{FV'}$ from $f_{i}^{FV}$ values but in the shape of $f_{i}^{BEV}$. Combining the sequence of feature vectors $f_{i}^{FV'}$ with $f_{i}^{BEV}$ via an aggregation function, in our case a summation, will result in an augmented BEV feature vectors $f_{i}^{BEV'}$. The augmented BEV feature map provides a way for the detection head to access high-resolution z-axis information that is not available with only a BEV feature map.

MVA with Affine Transform The dot-product attention mechanism requires at least three different affine transform blocks per head and requires large memory space as observed in many transformer-based architectures. We provide an alternative solution where we only use a single affine transform block without dot product operation between the sequence of feature vectors, as shown in Figure 3. In this case, $f_{i}^{FV'}$ is directly transformed into $f_{i}^{FV''}$, which has the same shape as $f_{i}^{BEV'}$, by a single layer of affine transformation. This mechanism can be seen as a location-based attention introduced in [18]. This alternative is more efficient compared to the dot product attention mechanism.
we can assign a difficulty level, i.e. easy, moderate, or hard, to the dot-product attention mechanism, however it has lower model capacity. We show the effects between utilizing dot-product attention and affine transform in the ablation study.

### IV. Experimental Setups and Results

In this section, we will describe the dataset that we used to conduct our experiments and list all implementation details that are needed to reproduce the experimental results. We then show and discuss our evaluation results on the validation set.

#### A. Dataset

In this work, we utilize the widely used KITTI dataset [1] for 3D object detection with Lidar point cloud. The KITTI dataset is one of the earliest and most popular datasets for 3D object detection in Lidar point cloud. The dataset contains 7,481 Lidar frames for training and 7,518 Lidar frames for testing. There are three major classes in the dataset: Car, Pedestrian, and Cyclist. For every object sample of each class, we can assign a difficulty level, i.e. easy, moderate, or hard, depending on the level of occlusions of said object.

As the annotation for test set is not publicly available, we split the training data into train split with 3,712 frames and val split with 3,769 frames. We follow the commonly used protocol for splitting the KITTI training data [10] such that the frames in the train split and val split originate from different sequences. We perform extensive evaluations on the val set, not the test set, as per KITTI’s official rules for works that are a modification of existing techniques.

#### B. Implementation Details

We set the number of epochs as 80, batch size as 4, and use Adam [12] as the optimizer. The one cycle scheduler is used to control the learning rate, where the maximum learning rate, 0.01, is set to be achieved at about halfway through the training. For all networks, we define the voxel size as $5cm \times 5cm \times 10cm$ for the x, y, and z axis, respectively, and limit the detection range to be $\sim0 \sim 70m$ for the x-axis, $-40 \sim 40m$ for the y-axis, and $-3 \sim 1m$ for the z-axis relative to the position of the Lidar sensor on the ego car.

To make fair comparisons between networks with MVA and their original counterparts, we retrain the original networks using the publicly available code with the same hyperparameters as the ones with MVA modification. We also refer to the original publication of each network for the loss functions.

#### C. Main Results

Table I shows the evaluation results of various voxel-based 3D object detection networks with and without the proposed MVA module on the val set of the KITTI dataset. We choose to use the dot-product MVA module with 8 heads following the ablation results, which is explained in details in the next subsection. As shown on the table, our MVA module improves the 3D detection performance of voxel-based 3D object detection networks in general. More specifically, our module improve the detection performance of all four networks by 0.72% for car class, 1.95% for pedestrian class, and 1.61% for cyclist class, as shown in Table II.

It is interesting to note that the improvements in both pedestrian and cyclist classes are higher compared to the improvement in the car class. This phenomena can be explained by the bounding box dimensions of the objects on the road. Cars in general have similar shapes and sizes as car manufacturers have to follow existing regulations, therefore, their bounding box dimensions are similar for all samples in the dataset. On
the contrary, pedestrians and cyclists have varying bounding box dimensions, particularly in the z-axis due to the variance in people’s heights. As such, the importance of obtaining high-resolution information in the z-axis from the FV features is far greater for predicting bounding boxes of pedestrians and cyclists compared to bounding boxes of cars.

D. Ablation Study

We conduct ablations on the Voxel-RCNN network for two aspects: the differences between the two MVA modules and the number of heads in the dot-product MVA module. As shown in Table III, the dot-product MVA module performs better compared to the affine transformation MVA module in terms of %AP. However, this method has a slower overall inference time of about 3.2ms (10.5%). This phenomena is expected, and has been previously explained in Subsection 3.C.

Another hyperparameters that can affect networks performance is the number of heads in the dot-product MVA module. Table IV shows the effects of number of heads on the network performance. As expected, the processing time gets slower when the number of heads is increased. However, higher number of heads does not necessarily means the network has a better performance in terms of %AP. We find that the network performs optimally when we set the number of heads as 8.

Note that the original Voxel-RCNN has an overall inference time of 29.6 ms, meaning that utilizing the two-way 3D sparse convolutions and either the affine transform MVA or dot-product MVA only adds 0.8 ms (2.7%) or 4 ms (13.5%) to the overall inference time, respectively.

V. CONCLUSIONS

We present the Multiview Attention Module (MVA) for 3D object detection that augments a bird-eye-view (BEV) feature map with features from a front-view (FV) feature map. The feature augmentation process enable the detection head to obtain high-resolution information in the z-axis while still allowing object predictions to be made on the BEV. As such, we successfully maintain reasonable inference speed while simultaneously improve the 3D detection performance. Based on the experimental results on the KITTI val set, our MVA module successfully improve the detection performance of all four voxel-based networks that we evaluated, proving the effectiveness and the adaptability of the MVA module.
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